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you know so yeah thank you very much joe for the introductions unless i told the better it is i can continue more on the major topic
0:06
of this presentation and yeah good afternoon or good morning depending on joining in ladies and
0:12
gentlemen and thank you for your interest in this presentation um in this talk i would like to discuss
0:18
with you on the topic of pit walls and um major advantages of
0:24
ai and medical devices and how we think the future regulation of a i might look like
0:31
so let's jump directly into the agenda and see what we are going to talk
Agenda
0:37
about so i would like to start with some current examples and see where ai is actually doing a great job
0:43
and where they don't do such a great job and what are the reasons for the differentiating in their performances
0:50
we then jump to some medical examples and try to evaluate what are the issues with ai and how we can deal
0:57
with those ai specific issues within the medical device development life cycle
1:03
a topic i would like also to mention are a taxon ai that brings a new level of security
1:09
issues in medical devices and last but not least i will uh look at some of the legal requirements
1:15
of ai by the way don't misunderstand why i'm always looking that way and that way because i have two monitors but the
1:21
camera is over there but i have no text over here so i have to sometimes look over there and see which slide i'm
1:27
just running so i'm just checking that i have the right slide yeah before we start with the actual
1:33
presentation and i promise you this is the last time i bring up this example because we are seeing some light at the
1:38
end of the corona tamil so that is definitely the last time i bring that example
1:44
um what i would like to ask you what i wanted to ask you in this example is what do you
1:49
think who was one of the first researchers who identified the outbreak of corona
1:55
and second is what i also ask you to think about what do you think when did that
2:02
information uh was shared by the research group who identified the outbreak of corona just a few seconds think about it
2:09
and yeah unfortunately that's an online session so i can't check it with you so please check it out for yourself
2:20
well as you know the topic of the today presentation my guess is you have been
Artificial intelligence the first to report on Corona outbreak
2:25
absolutely right it was not of course uh the world health organization
2:32
and although the uscdc was actually a little bit more faster however it was also not the first
2:39
organization it was actually an artificial intelligence made by the canadian company blue dot
2:46
the ai has identified already back in 2019 december that something is going
2:51
wrong uh in the wuhan region while the whole world was still questioning any
2:57
human to human transmission january 2020 say i already warned its clients in december
3:04
2019 to not travel to their respective regions and you might ask yourself how do i say
3:10
i identify the issue well it comes to the data
3:15
and newspapers which was published in animal and plant disease
3:21
networks and also it runs through all the publications in
3:26
facebook and other social uh networks and it identified that something is going on
3:32
in this region and now comes to the interesting part of this story based on the excess of the eye on flight
3:39
ticketing systems it precisely predicts that the next hotspot
3:44
for the wearers will be korea japan singapore and philippines which was absolutely correct if you remember the
3:49
beginning of last year it was those regions who was affected strongly uh right after
3:55
china so and um it gets even better it is by the way not
4:01
the first time that the ice system has precisely predicted an outbreak of some kind of virus uh in any of the
4:08
region worldwide however not every time the people believe it and um if you look at this example you might
4:15
eventually well they i did actually quite a good job so why didn't we listen to it and if we had listened to it we might be
4:23
in a better situation who knows however we learn to know nobody really listened to their
4:29
and the question should be why why didn't we listen to the ai why didn't we accept its prediction and the answer to
4:36
this question is quite easy and it is the main message of this presentation trust we do not trust ai and
4:43
we will see during the uh ongoing of these presentations and there are good reasons why we should of
4:48
course not trust an eye without a second opinion at least at the same
4:54
time there are very good reasons why we should have to build trust into the ai system
5:00
as they are already doing great job as we see in this example so let me uh stick to
5:07
this not so nice incidents with a corona
Our behavior during the pandemicis messing with Al models
5:13
pandemic and check which other areas of our everyday life have been affected by eye systems
5:19
so actually this pandemic was a real world test scenario for ai's to prove their robustness and stability
5:26
and also performance um because it was one of the first times we have a incidence which was not a well daily
5:34
uh daily scenario so we could check how their eyes performing those cases in these or in
5:40
those um yeah not normal cases so if you look at the big companies around the world
5:46
the majority of the warehousing activities in these companies for instance amazon are handled by air amazon can basically
5:54
predict what you're going to buy within the next future days and place those products that you are
5:59
looking at um in their warehouses so they basically know what you're going to do
6:04
to get in the future which is excellent for me i love that function but um and uh the good thing is those ai
6:12
models are also designed to respond on changes for instance if the eye is accessing the weather information
6:18
they i would actually know well we will have a strong winter so i will put some um winter related
6:26
products in in the warehouse for instance i don't know hats and gloves and i don't know uh medicines for being
6:33
having a cold and so on however say i sometimes doesn't work as they are supposed to do so they cannot
6:40
although they are implemented to react on those changes sometimes this reaction is not working good
6:45
and the reason for that is not what you think it's not uh because the eyes perform a bad and
6:52
um the major reason for doing for this mismatch between the performance of the
6:58
device in normal cases and well different cases it's a human craziness
7:03
imagine we are having a world pandemic and we might not enough eat uh food to eat right so which was the
7:09
case at the end of 2019 so what is the first thing you want
7:15
to buy in that case of course you don't want to buy food or essential products of course you want to buy toilet paper
7:22
as much as you can and this is actually what happens at the beginning of last year shown in a strong request of toilet
7:28
paper as you see in this graph from amazon which shows amazon most search products so
7:34
within a few days the request for toilet paper jumps into the cloud and for whatever
7:40
reason the logical ai could not predict this obvious demand of humans for toilet paper and although
7:46
we had enough toilet paper produced we didn't have enough in our warehouses
7:51
because they i didn't even dream about to fill their warehouse with toiletries it was actually expecting us to
7:57
to buy essential product like food and wasn't able to react on this request on um
8:04
for toilet paper quite a long time and this example shows actually how fragile and
8:11
instable ai systems are when they are confronted with unexpected changes or unexpected
8:17
behavior or just in this case human madness and this is something we'll
8:22
look later on when we assess medical device ai's so researchers have found that ai
8:28
systems are in many cases well not many it's not the correct wording in some cases very unstable
8:34
compared to conventional software so stability is the second message beside of trust
8:40
which we will have in our mind when we um talk about ai medical field so
Al in medical applications - Osteoarthritis
8:47
now let's have a look at some real medical examples with imaging as you know we are able to diagnose
8:53
diseases even we feed it by ourselves so we you have some medical imaging with image you can look
8:59
into the body you don't need to open the patient and you might even be able to identify um
9:06
incidences or diseases that you do not know it by yourself so
9:11
unfortunately even with medical imaging many of those diseases are identified in
9:17
a very advanced stage so that in that case it's sometimes not possible to treat
9:23
uh this disease anymore and one of those examples is for instance the detection of osteoarthritis until now it is really
9:32
difficult possible to detect osteoarthritis until pain has occurred or you have
9:37
already bone damage which is visible in the medical image however there are researchers around kundalini
9:44
and they have implemented a eye system that predicts osteoarthritis already three years
9:50
before any symptoms can be detected in medical image so we see here two examples on the left
9:56
side of the image we see a patient who will develop osteoarthritis within the next three
10:02
years and on the right side we see image of patients or mri images of patients who will not develop
10:08
osteoactivities within the next two years those patients have no pain no problems at all however they
10:14
i can predict from this image that well those patients will have those patients will don't have
10:20
and the bad part of the story or the bad news here is that no human doctor is able to confirm uh or reject
10:28
this diagnosis because we don't understand what they are think for us the image are identical we
10:33
don't see any difference between the two and um now comes to the real question imagine you're
10:39
uh hopefully you're not but imagine one patient um is uh giving the diagnosis say well the
10:45
eye has identified you have osteoarthritis and you might undergo some uh
10:51
surgical intervention or some drug you need to take and it is only based on the decisions that
10:56
say i have been so there is no doctor who will say well yes that's true i can confirm but no they cannot we'll say well i don't know
11:03
you can you cannot because i don't understand what they are deciding i have this i have my doubts if i would
11:10
take uh a surgical intervention in that case but that's a question you need to ask
11:15
yourself and and when you do that um decision if you
11:20
want to trust the ai you need to think about
11:26
if the doctor cannot or if there is no human in the loop who can confirm or reject the decision
11:31
how is it possible how is he able to identify failures in the programming how can the
11:37
doctor identify a fast diagnosis if he doesn't understand the decision and you always need to consider that those ai
11:43
systems are working with the specific limited precision so this ai system
11:48
predicts osteoarthritis with a position of i think around 80 70 percent so
11:54
87 approximately 90 however there is still 10 chance of a misdiagnosis do you want
12:01
to go undergo that risk that's a question and as long as we don't understand the technology we will
12:07
not trust it and what missing trust will lead in a uh can can what risk of
12:14
not having trust into it we see with a vaccination process currently where the vaccination system
12:20
is just not trusted many people do not want to vaccinate themselves because they do not
12:26
trust the vaccines that have been developed to help us actually and whenever i have
12:34
such a discussion with someone say well i would believe it but i don't think so imagine you're going to
12:40
a doctor and ask you to i don't know take some drugs and come tomorrow again and tomorrow you need to go
12:45
undergo a surgery and you ask the doctor well why do i need that why do you think i need a surgery i
12:50
don't want that what is the reason i say well because i tell it you i guess you will not believe that person at
12:55
least you will not trust his opinion and you will go to the second doctor to uh to get an approval of the decision
13:03
making actually i would say that person is very rude if you say i don't explain it to you i would say it's a matter of
13:09
a basic principle of human communication to explain to yourself to your com opponent in that case to
13:16
your patient from the doctor's side or is it ai to the page so um sorry
Al in medical applications - Big Data
13:22
it's too much um and uh it's not only eyes listening medical devices let's have a look at some um
13:29
well medical devices that we usually have with us so those verbs who are of
13:35
course considered to be medical devices not the health samps or health devices so we have for
13:40
instance the apple watch that uh constantly collects your healthcare care related data and use
13:46
ai to make decision or even making diagnosis success and as we can see from
13:52
the example on the right side of the slide that's actually working very good with
13:57
most prominent example being identification of several and by cis saving patient's life
14:04
so what we see is that the example we see on the left side of the slide is not very far away and technically
14:11
actually already possible and i'm really looking for such an assistant because i definitely always
14:18
overwork never take care of my health or increase health risk so i actually
14:24
would need it however um from the information that is covered by
14:30
those variables you can actually identify other very personal information about your
14:35
health that you might not want to share with other people even if you're a highly connected teenager
14:40
you most probably wouldn't like that information to be shared to your mother and in that case it's not only your
14:47
mother or your dad or whoever you don't really want to show some of us don't want to share those
14:54
personal information to multi-dollar billion dollar companies and worst case companies who actually make business
15:01
with your data such as google or alibaba or even smaller companies so what we do need to
15:06
consider in a medical device is not only correct functioning of the medical device so
15:11
it's called safety we also need to look at what the ai or the medical device is doing with
15:18
your data which is called your security or privacy of your data
15:23
and this is of special interest when we are looking into the um rising number of health applications
15:30
especially in the european market and when i discuss this topic with friends and colleagues and clients the
15:36
reactions are mostly identical typically they state that it's too personal to
15:41
put their health information on those databases well i actually do not
15:50
agree to that i would argue that our technology are already personal and just look at the skins we
15:58
are using or we are putting on our phone which in most case are in line with our character you can
16:04
guess which one is mine so it's a small hint it's not a pink one so technic is the technology around it
16:11
it's already very personal and we are feeding up those devices or health care related data and those
16:16
ksk related data are already put into the into the databases of those companies
16:23
and i'm absolutely sure that interacting with our health care related data and ai in medical field is the future
16:30
and the future is already here and what we health care professionals are doing with those data
16:35
is much more complicated than what amazon for instance is doing with their ais and warehousing
16:42
activities so controlling ai is necessary in medical field however
16:47
at the same time regulation should not stop innovation unfortunately some of the upcoming
16:53
regulation might exactly have that effect but we'll come to that topic a little bit later
16:58
now let's have a quick look at some of the basics of fr ai and um i don't want to go into
17:05
technical details here too much so let's quickly explain uh the differences between ai
17:11
system and which are icing you're most often being
17:17
seeing in the medical field and actually defining artificial intelligence is very
17:22
difficult because we still don't even understand the definition of human intelligence however one common
17:27
definition hyphen very pleasing is the one of kaplan and it states that ai system is a computational intelligence
17:35
perform cognitive stars that are usually performed by
17:40
intelligent human beings this is by the way very close to the iso iec 2a2
17:47
definition and um yeah and when we talk about ai in this
17:52
presentation i'm usually referring to machine learning and machine learning is
17:57
a subset of artificial intelligence is basically based on the model that is trained using
18:02
training data artificial neural networks are a set of algorithms
18:08
used in the implementation of ai which are used which are inspired by biological
18:14
neural networks such as human brain they mostly are used to recognize patterns and data sets
18:21
deep learning again is a subset or evolution of machine learning and the use of deep refers to the number of
18:28
layers which you see within the neural network which must be at least three or more than three layers to be
18:35
called a deep learning and neural network deep learning algorithms are mostly used for future
18:40
detection of classification and typically those system
18:46
achieving at least the same level or even exceeding human performance when it
18:51
comes to future detection i think that's enough for uh for the theory behind it and to
Artificial intelligence vs. conventional software
18:58
understand why we need additional consideration when it comes to ai in a medical device we need to understand what is the
19:04
difference between conventional program software and ai and if we look at the regular software
19:10
which you see on the left side of the slide it received commands from a user and it
19:16
the software then performs operation on this data according to a predefined
19:21
human line by line program algorithm the algorithm is verified and validated
19:26
as part of the usual software lifecycle process so you know what is coming out it's what you are expecting it to do
19:33
machine learning on the other hand works completely different the ai learns from data by a training process
19:39
and by they say by this a model is created in this model formula decisions which
19:45
are based on experience and those experience are gained from the training that was
19:50
performed um during the training process
19:56
good um i don't i don't want you to go too much into technical details again um but what i would like always to
20:02
mention here is in this scenario with ar where you take data to train the model
20:09
the data itself takes the same role as sourceboard in conventional software that means for many factors
20:16
you need to consider also the trainings data doing your configuration management documentation so your configuration
20:21
management i should also include the data that has been used for the training of the model
20:27
good um let me quickly have a look on this a very convenient controversial uh topic which
Explainable Artificial intelligence
20:34
are um the understanding of what the ai is doing so in my opinion the biggest issue with ai
20:41
is they're very nested and non-linear behavior that are making them highly non-transparent and for this reason
20:47
these types are called black box allies one prominent example of uh black box behavior you most probably
20:55
everyone knows about which is the go championship between the human champion lisa dole
21:00
and the artificial intelligence from google alphago i think it was in 2016 and the game was
21:06
observed by other experts and other champions and when alpha goes the ai system leads the
21:12
37th move uh in a game all the observing expert
21:17
and champions they well they i will definitely use because that move makes no sense it's actually stupid
21:23
and this is actually a quote they say this move is not from an intelligent
21:29
human nobody understands the creativity around this move however it was a deciding move
21:35
to win the game but just nobody understand what the ai is doing why they i do this
21:41
move and what is the creativity behind it and the question here is if you cannot
21:47
understand what the ai is doing and why they i decide on a specific prediction how can we trust it in the
21:53
case of a game well you don't really care but especially in a medical field
21:59
where it is sometimes a decision on life or death you need to have the trust into the ai's
22:05
decision you need to identify can you trust the decision that is made by them
22:11
you need to to know can you in worst case detect an arrow and the answer of these questions
22:17
actually know as long you have not explanation of the model as long as the
22:22
ai model is not explainable for you you cannot uh identify a wrong
22:30
diagnosis you cannot identify any failures of the system because you don't understand what the ai
22:35
is doing and at the same time i will come to the eu regulation later on but the current regulations
Explainable Al - Current regulatory approach
22:42
that are in place and already published uh you do find some additional requirements that might apply to
22:48
ai system for instance the gpgr um have some aspects that consider
22:54
automatic position making machines so in short if the data ensures data protection regulation
23:01
requires that if you are affected by automatic decision you must be able to follow you must be
23:08
able to understand and you must have the possibility to take against actions against a decision for instance
23:14
how could you take actions against a ai decision for not getting a credit from your bank
23:20
or how can you take actions against a eye decision well this patients will not get a specific
23:27
therapy if you can't take action against if you don't understand it and put yourself in
23:32
a situation where i say well that patient will not get this expensive um therapy and it doesn't give you an
23:39
explanation why you want to know why because you want to take excellent actions against this decision if it's
23:45
against your will in that case so oops sorry um additional comments are found
23:52
in the cg guy that's the coin but again that's going too far here so let me quickly jump over this
23:57
uh slide let's look at the current medical devices regulation and also bitter diagnostic regulation so
Verification and validation of Al Models
24:03
everything i explained you here basically on the same level applies to individual diagnostics and in nx 103
24:09
respective regulation you have requirements which must be fulfilled by the medical
24:14
device or infector or diagnostic device and in um 70.1
24:20
dspr 17.1 you have required for performance reliability and
24:25
performance and repeatability of the medical device which also includes a system so all and the question is as a
24:33
medical device manufacturer how can you fulfill those requirements well by verifying and validating the ai
24:40
system as specified in a very general form in isis 3485 i know there are better standards for
24:46
verification validation but let's keep it simple and stay with the iso3485
24:51
definition and when it comes to ai there are specific properties you need to
24:57
consider doing the validation and verification of the air mode when you train and verify your ai system
25:03
you need to consider two data sets you have one data set you need to train the model and you have another data set
25:10
to verify you and those data heads must be independent from each other
25:15
and one very very important aspect that some manufacturers sometimes forget is the term validation
25:21
validation is used by medical device industry and also by data scientists so those ai experts and both of them unfortunately
25:29
understand completely something different when it comes to foundation for us medical device uh
25:36
expert it means confirmation that the requirements for specific intended purpose
25:41
are constantly fulfilled right so for ai expert it means completely
25:46
different it means a data correlation it also could mean data validation or it means also
25:52
model tuning so when you're adjusting the model parameters the
25:57
writing windows you are also talk validation so it's really not a defined
26:03
um term which is same level applicable to all industries so please keep an eye on that whenever
26:11
i expert test you we have um validated systems that might not be what
26:16
you are understanding validation but at the end of the time you have to do a validation at the end
How much data is necessary?
26:22
of the v model so usually that shouldn't be an issue next question is how much data do you need and
26:28
unfortunately that question is very difficult to answer the prediction models that are available right now
26:35
apply only to very simple ai systems and there is no scientific way to
26:40
identify how much data are necessary for complicated models in advance
26:45
however when you do the verification validation or real-world data considering your um targeted patient
26:52
population you then have objective evidence for for the performance characteristics of a
26:59
model and then you can say well i had enough data not another uh
27:05
question is quality of data being used for the training and verification validation and for this i always use
27:12
this garbage model you most probably are aware of if you put garbage in your system well you get
27:17
out garbage out of your system and the same is true with ai if you train
27:23
your model with garbage data you will receive a garbage performing model and however what does it mean to have
27:29
quality of data for instance with medical ai system we are very often dealing with
27:37
label data sets which are grouped under the supervised learning methods
27:42
and the labeling process however is very boring and very repetitive to us
27:48
so you have thousands sometimes millions of images need to sit there and check if this is a
27:54
i don't know abnormal or normal tissue and this is boring and it's repetitive and humans tend to do
28:00
mistakes when they are doing repetitive tasks and we are subjective right while someone might identify one image is
28:06
normal another one who will say no it's not it's abnormal so what you need to do you need to define thresholds for the
28:12
labeling process when is data or image considered to be abnormal when is it normal and what are the acceptance criteria for
28:20
accepting image so uh what are the as you know no signal to noise ratio for an image you need to
28:25
define it in advance and who perform the labeling process at all can only clinicians do the labeling or do
28:32
you can also put technical employees there that is it's a justification you need to
28:37
provide and where the data is coming from clinical trace or from google image especially when it
28:43
comes to security of ai system we'll look at it later the
28:49
source of image can be significant because you are able to change the image in such way that it
28:55
bring a security issue in your device well we come we can't do that topically oops
Data Quality & Bias in data
29:02
another issue you need to consider our bias in data so the question you need to ask yourself are the data
29:08
that are you you are using for for your system to train and to verify your model really
29:14
representing the real world distribution where you are marketing your device for instance uh we see here one example of
29:21
an eye system to identify the gender of a person based on his skin color and the people
29:27
of color are misidentified 12 times higher probability and the reason for that is not the
29:32
performance of them well actually it is the performance of the model but the root cause of their
29:38
of the ai's performance is uh is the fact that the model have been
29:43
trained predominantly with non-colored humans so for this reason you can introduce and
29:49
bias into the system and it works very good with white people but not just people of color so you need to define
29:55
the statistical distribution of the data being used for the training verification and validation and then you
30:01
need to ensure that those data are representing the targeted patient
30:08
population so if you only use data from japanese patients
30:13
that might be okay but it also might not be okay and this is a justification you need to
30:18
provide we can discuss on this issue later in a questionnaire around so let me quickly look at the
30:25
risk management process how much time do i have so we are good to go um the medical device regulation
30:33
requires you to implement a risk management process and relevant harmonized standard for risk management processes iso 4971
What to consider in the risk management files
30:41
and then you have additions from the software lifecycle standard ir ic62
30:49
4 however please do not misunderstand me 62 tier 4 just add additions to 4971 and
30:56
does not replace it and i don't want to go into detail of risk management so this is you should be
31:01
very aware of it as a medical device manufacturer but basically you need to identify risk you need to analyze those
31:08
risks and you need to evaluate you should accept it and if you accept that is good if you do not accept it you
31:13
need to mitigate it those and at the end of the time you need to show objective
31:19
evidence for the effectiveness of implementation this is described in respect to standards however
31:27
what do you need to specifically consider when we are dealing with ai systems or medical devices operating
Which risks the manufacturer needs to consider?
31:34
um artificial intelligence and the thing is getting a little bit messy
31:41
here because with medical devices without ai risk can be assessed from real world experience
31:47
with a technology that you are using already for years but when a i have when a medical device
31:54
hey i incorporated into it that experience is missing because you don't have the ict in the
32:02
market for a long time as you have it with a conventional system and the missing experience on the device in the
32:09
real world market increases of the potential to not identifying other
32:14
and additionally complex ai ai system especially black box ais and
32:22
in those cases it is difficult to identify um uh
32:28
risks that are associated with istakai is because you do not understand the algorithm behind the eye system so you
32:35
cannot identify what are the risks so uh with ai system you have additional level of
32:41
complexity into into the risk identification purposes basically the risks that are associated
32:48
with isis thing can be grouped in four different sub categories which cover the learning
32:53
methods level of autonomy of the ai system the model being used
32:58
and its explainability and other aspects such as off-labels you know if you are
33:03
it's a user of a medical device get used to it they tend to to off-label use that device so this
33:10
foreseeable misuse must be or should be considered in your risk management process
33:16
and those risks that identify before the quality of data buyers etc so it should be added into
33:22
this list of good um one issue i would like to
Instabilities of deep learning methods
33:29
mention in particular when it comes to risk management are stability issues with ai system which i
33:37
which you remember we discussed at the beginning of this presentation when we talk about warehousing
33:42
activities unfortunately also in medical we see the medical field we see issues with
33:48
stability of ai systems and there is a study from may 2020 and
33:53
they investigate the stability of ai system used for the reconstruction of mri and
33:58
ct image and the investigation shows that six of the most commonly used
34:04
ai system for the reconstruction of mri and ct image were highly instant so
34:10
basically they could show that tiniest corruption of the input data are changing to the setting
34:15
of the modality that are basically invisible for human eyes as you can see in this example here
34:22
results a wide range of artifacts in worst case removing structure from the original image now
34:28
in imagining the same distortion or the same issue
34:35
with medical images you see on that side imagine removing uh i don't know abnormal tissue out of
34:42
the emotion by this not providing the necessary therapy for the medical
34:47
for the patient and uh yeah so those distortions as i um as i told you before
34:55
basically are only a viable only visible with ai systems however with conventional
35:02
metaphors distortion were not observed although the same image had been provided to
35:08
to the conventional reconstruction methods so stability issues with they are
35:15
well-known and documented in literature however sometimes not really considered by the manufacturers
35:21
i'm good to go so please consider that one um i think i will jump over this slide
35:29
because that's going too much into detail here uh let me go to the i think more
Regulatory Framework
35:34
interesting part of the presentation when it comes to ai which is the
35:39
regulatory framework so um let me quickly summarize what's
35:44
have been done already in recent years so basically all major regulators around the world have already a proposed
35:51
framework to deal with ai and media in medical devices the fda has already provided a
35:58
questionnaire where the industry was asked on their opinion or proposed uh framework they have been
36:06
published in a draft phone beginning of this year i think it was january 2021 the fda had
36:12
published their action plan on how they want to oversight ai in medical devices and the action plan consists of
36:19
five major steps the major one being uh developing a regulative framework
36:24
explicitly for the change control ai that includes also automatically changing a high system so
36:31
those ai systems that are continuously learning a good machine learning
36:37
practice and new methods to evaluate ai systems um also the european union has published
36:45
a white paper on ai for critical infrastructure i think it was last year before it was 2020 from raw
36:52
a few weeks ago the proposed regulation for ai in medic over in critical infrastructure
36:59
and you has been published it's horizontal uh regulations are not not the
37:04
industrial specific one medical devices which fall under the high risk ai systems
37:10
must undergo a conformity assessment procedure but the question is what does it mean
37:16
for medical devices because medical devices are already undergoing a conformity assessment procedure well
37:23
article 43 of the proposed regulation explained that those devices can be assessed under mdr and
37:30
ivdr with some ai extras however the question of whether those
37:37
assessment bodies or notified bodies who perform this assessment will be accurate under a specific scheme
37:44
well that question is really not answered and considering that the current number of notified bodies
37:50
are the major bottleneck when it comes to certification of a medical device that
37:55
situation might be worsens if additional reputation is necessary but
38:00
i didn't read it out of yet i hope we will get a response from the regulator soon
38:06
and yeah the result of a conformity assessment procedure under um the artificial intelligence
38:13
um proposed regulation is a technical documentation
38:20
certificate which seems to be complementary to an mdr ivdr certificate but yeah we will
38:27
see that in the future and also what is very important for the medical device manufacturers so they
38:32
have a very broad definition of ai they also consider knowledge based systems as an ai
38:39
which might lead to the fact that also a really conventional or simple embedded software
38:46
and electronic thermometer might answer might also undergo an ai assessment
38:52
if that approach is good or not or if you should use a risk-based approach it's not a definition we as a notified
38:58
body or testosterone is doing we basically refer what the regulators test ask us to
39:04
test however it's up to you as a stakeholder to discuss and to discuss and maybe
39:12
propose changes to the regulation you do also find requirements in the ai
39:18
regulation for error of free and complete data for the training
39:23
and so for the training validation testing and verification of pores however as you
39:29
might know such a requirement for error-free data is technically not possible
39:35
every sensor you are dealing with in a medical field or even in any field has some
39:41
limitation when it comes to position so um having error-free data is technically
39:47
not possible um as to my understanding at least also the requirement of the regulation
39:54
or proposal regulation human oversight might not always be practical because
40:00
you do have a high system which advantage is uh is to to super supersede
40:08
human performance so in those cases if it's really practically possible to have a human
40:14
oversight well that's a definition hopefully we'll get from the regulator
40:19
soon and additionally you are supposed to implement post-market procedure to
40:25
proactively collect and review data from the use of your ai system
40:30
in a market um however it seems like from what i understand that there is a
40:37
parallel reporting channel being used so medical device manufacturers have already um
40:43
advisory notice or notification process in place that well it's well established and
40:49
usually works very good however it seems like those reportings might be done on
40:57
parallel reporting channels and might also need other sources to be notified but
41:02
yeah we will see if it's the way it is currently i understand that might mean a lot of additional work for
41:08
the manufacturers and yeah i think that's enough of the eu regulation let me check the time yeah i
41:14
need to finish soon uh so also japan japan korea singapore and china have their respective guidance
41:20
and regulatory documents in place covering either business medical devices but it's going too far to explain each of them
41:27
here so you have also a question on the standardization side and there is
41:33
a lot going on on the standardization side this would way out of the focus or the scope of
41:39
this short presentation to cover all the many approaches being implemented on a
41:45
standardization site however please feel free to contact us for additional technical meetings or uh
41:51
discussion to cover in-depth requirements either on a regulatory level or standardization level
41:58
yep uh what time is it oh yeah i think uh we can also well let me quickly uh try to summarize this
Responsibility, accountability and trust in Al
42:06
slide as well so another aspect that is very important uh for medical devices
42:11
covering ai is a question on accountability of the decisions that are made by an ai so if a wrong judgment has been
42:19
done by a human doctor you usually can trace this wrong judgment back to
42:25
the doctor in case of a harm there's always way to bring him or her to justice right so you do have options to
42:34
deal with it however um what happens when ai do the wrong decision who is responsible
42:40
is it a manufacturer or the injured trans system or let me put in other words would you arrest a professor of your medical
42:48
doctor because the professor provides the as a student the wrong training well i
42:53
guess not however for us medical device manufacturers the case is clear at the end of the time
42:59
the legal manufacturer has to validate and verify their system and ensure safety
43:05
and security so you are at the end of the time
43:10
responsible for this safety and security so i will jump over the other
Summary
43:17
options and let me give you a quick summary of the today talk as we have seen uh we
43:24
are at the beginning of ai regulations and and uh as we have also seen ai systems can
43:31
bring uh benefits to our health care system however implementing new technologies
43:36
such as an ai or medical devices can present the risks that could uh risk the patient's safety
43:44
or patient security and also not only the patient but also the user of the device
43:51
and controlling a high and critical infrastructure is definitely the way to go
43:56
however telegraphy framework shouldn't over regulate or stop innovation for safe and secure
44:02
medical device incorporating ai of course so at the again we are basically at the beginning
44:08
of the ar regulation however um and there's a lot of work going on on
44:14
the regulatory side and also from the standardization side and
44:19
what we have not discussed so far continuous learning algorithms which do have their own risks and
44:26
benefits however please contact us if you have questions on that one
44:33
on that one and yeah as uh last but not least i would like to also
44:38
introduce you some of our services we provide around medical device um incorporating ai and the site of
44:46
trainings technical meetings and also think of documentation reviews we do we do also provide concept evaluation
44:54
services and we also provide a tooth macro safe use of ai in a medical device application yeah and
45:01
that's basically all thank you very much for your interest and i hand over it back to you uh
Meet the speaker
45:09
joe i hope there are some questions we can discuss
45:14
yes uh yeah thank you very much for that uh really interesting presentation we do
45:19
have quite a few questions actually uh so i'll i'll i'll go through them and um
45:25
i mean hopefully you can certainly understand the questions better than i can um so the first one is uh 87 percent of
45:32
persistent i think i think that name is precision in diagnosis the question is remaining
45:37
risk are there any numbers of misdiagnosis of medical doctors
45:43
that's a good question that's a very good question joe um but i would give you in that case
45:50
a non-professional responder because i'm a not medical doctor but i have one i read that paper regarding um
45:58
regarding the austere asterisk example and this also the example of google's a isis thing to
46:04
identify your homer and basically they
46:10
they are performing way better way way way better than medical doctors however when it
46:15
comes to real-world scenarios these advantages are gone in some cases so honestly
46:23
i can't really give you precise numbers here but i think that's strongly dependent on the
46:30
knowledge or experience of the doctor but to be honest in most cases i would
46:36
rather take a higher risk of wrong diagnosis by a doctor
46:41
than from a ai system but that's my personal way i can't really
46:47
give you a precise answer on that one i think that's probably food for thought
46:52
and further discussion um okay so the second question is why are we asked questions related to
46:58
iec 82304 during technical file review when it is not yet a harmonized standard
47:06
okay so i see the questions thank you very much for that question it doesn't really belong into that
47:11
uh presentation but let me quickly answer that question so basically harmonization in europe is
47:18
not working anyway there is no mdr standard being harmonized so currently
47:23
asking for harmonized standard means looking into standards that are i don't know 10 to 15 years old what
47:31
um so being asked for 82 304 it's not a question of
47:36
having a harmonized standard it's a question what is the state of the art do you using harmonized standard by the way or
47:42
any other kind of standard it's not a must you can choose harmonized standards or
47:48
standards or common specifications to show compliance to the requirements defined in nx1 offset regulation but it's not a
47:55
must however you need to explain how you fulfill requirements that are defined in
48:01
uh nx1 so for instance 82 304 is a standard that explains in very general
48:06
detail how you do the validation so if you say well we don't want to use 82304 which is not a must
48:12
then you have to explain to to the notified body whoever it is how you perform the validation
48:20
and why you think your approach is better than the state-of-the-art and state of the art is in most cases what
48:26
standards are doing because that standard has been written by the industry and regulators
48:31
who are representing the state of but the way that we cradle for this one state of the art is not what the professor is doing
48:38
in this high uh technical lab it's what the industry have decided to be state-of-the-art
48:43
82 tier 4 explain also uh on what you need to notify
48:51
your users regarding cyber security issues although that one is all uh is defined in
48:58
82 304 but not in 62 tier 4 so you need to explain to our auditor who
49:04
whoever or the regulator without it so you need to explain
49:09
why do you think that what you are doing is better than state-of-the-art if you don't want to use
49:15
82 tier 4. i hope that the answer is what you are you was looking for
49:21
yep um we've got quite a few questions coming in so i think we'll try and answer a few more and then
49:27
perhaps uh you know after the webinar we could answer them as an email but there's one uh question here which is quite an
49:33
interesting one says some digital health companies are very reluctant to describe their ai algorithms in technical
49:40
documentation can you provide any insights into the level of detail that should be described
49:46
yeah so again thank you very much for this question good question um so currently there is unfortunately
49:53
nothing from the regulator side and this is the only reference where as a notified body can give you
49:59
however um currently if you look at at the mdr nx
50:04
2 is it nx2 yes and x2 you have the explanation which should be part of your technical file so you need to have a
50:12
description of the ai system you need to explain you need to explain them the models you
50:18
are using you need to explain what data you are using for the for the training
50:23
you need to explain the verification you have done and which milestones you have to explain when you do the validation
50:29
you need to explain to you to them how you consider um consider usability
50:36
issues you need to provide the risk management file those mass management file must have risks
50:42
that are associated with incorporating ai however if you really look for something that helps you what
50:48
you need to have as part of your documentation also as part of your over
50:53
organizational requirements i strongly suggest to look at uh the
50:59
team and no it's not in eg nb which is unfortunately only available in german
51:05
uh this is the interest booth of notified bodies in germany and we have written together with the other
51:12
notified policy guidance on uh on what should be considered for ai medical devices if you look for ednb in
51:19
germany so interest rule of notified body you will find um a document explaining to you what is
51:25
necessary for a medical device we as a notifier on our own i'm not allowed to perform
51:31
consulting so i can't i cannot tell you exactly what you need to do but as an interest good we are allowed to
51:37
provide such a guidance and you will find such a guidance there so please refer to that site use google translate it's
51:44
working actually quite good uh when you use the translator app for instance google translate and german
51:51
to english is working quite good and you should be good with that document definitely that should give you and help
51:58
okay great um here's another interesting one what are the most developed areas in medical devices where ai is
52:04
applied and that's quite a good question oh it's a good question so yeah i can give you our own uh experience but
52:12
i would rather reference to something which is openly published so fda has published
52:17
a list of devices that has been published by them in recent years and
52:23
what they have shown basically the most um
52:30
advanced areas where ai is using medical devices definitely the diagnosis area so when it comes to
52:37
diagnostic imaging so imaging is very highly uh supported by ai system and this is
52:44
basically also our um our experience in contrast to fdi we are not
52:51
allowed to name their clients due to confidentiality agreement but if you look at at the fda um
52:58
publication on devices being assessed under ai regulation so the most one you will
53:05
find on that list are diagnostic matching systems so currently for instance as i told you in this
53:11
example the six most often use uh systems so for reconstruction of msr
53:18
ai guided uh algorithm so yeah it's definitely a uh diagnostic
53:24
imaging area okay great um another question
53:29
we've got quite a few coming in now so we're definitely gonna have to pick this up uh after the webinar and answer them individually but um
53:37
here are the regulations in the eu only covering medical devices or also uh health apps
53:44
i'm sorry can you repeat the question i didn't hear it yeah are the regulations in the eu only covering medical devices or also
53:51
health apps when it comes to a high regulation so the ai regulation
53:56
is a horizontal regulation so it covers everything uh which are considered to be a
54:03
high risk application so atomic reactors health care system and i guess the water system and medical
54:12
devices and so everything that is used in the health care sector would be considered
54:18
as ai regulation also health apps when it comes to the medical device the regulation it covers
54:24
only um devices that are under article 2 of the mdr a medical
54:30
device or article 2 of ivdr and virtual diagnostic device so there are
54:36
health apps that are not a medical device for instance i don't know if fitness app
54:42
is not necessarily a medical device so they are not covered by the medical device regulation but if there
54:49
is a medical intended use using it's a medical device covered by the medical device regulation
54:54
health apps however are used in the healthcare sector and might fall under high risk devices and
55:00
by this covered by the proposed ai regulation you
55:08
okay great thank you uh right we're coming to the uh to the end of the webinar now um we still have some more
55:13
questions to uh to answer as i say i think we will um answer them uh
55:18
offline afterwards because we don't want to run over i'm sure many people are attending have got another meeting after this uh but just
55:25
uh you know it's really interesting to see that uh you know what's happening in ai and i think this is obviously a a fastly advancing
55:33
uh you know technology and particularly the way it's been applied so we'll certainly be having more webinars
55:38
uh on this subject not just in in medical devices but uh and all of the various different areas of technology that we as a company
55:45
uh are involved in so i would just like to uh you know ask any attendees to keep you know looking at our tough sub.com
55:51
uh resource center uh webpage to uh um uh to you know to understand what further webinars uh are coming along
55:59
so um yes as i mentioned earlier on we will send a copies of the slides uh and uh you
56:04
know a link to this webinar so you could watch this again if you if you would like uh like to do so um but uh well just to wrap up i'd like
56:12
to to thank uh abden again for the presentation and we will be in
56:17
touch uh very very shortly so thank you for attending and everybody have a good day thank you
56:24
as well bye-bye and if you have further questions contact us please



